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Abstract
Astrophysical explorations are underpinned by
large-scale stellar spectroscopy surveys, neces-
sitating a paradigm shift in spectral fitting tech-
niques. Our study proposes tri enhancements to
transcend the limitations of the current spectral
emulation models. We implement an attention-
based emulator, adept at unveiling long-range in-
formation between wavelength pixels. We lever-
age a domain-specific fine-tuning strategy where
the model is pre-trained on spectra with fixed
stellar parameters and variable elemental abun-
dances, followed by fine-tuning on the entire do-
main. Moreover, by treating wavelength as an
autonomous model parameter, akin to neural radi-
ance fields, the model can generate spectra on any
wavelength grid. In the case with a training set of
O(1000), our approach exceeds current leading
methods by a factor of 5-10 across all metrics.

1. Introduction
Spectroscopy holds a pivotal role in astrophysics, granting
us the ability to decipher the properties of celestial bod-
ies, such as stars and galaxies. Recent advancements in
stellar spectroscopy, driven by large-scale surveys such as
APOGEE, LAMOST, Gaia-ESO, and GALAH (Gilmore
et al., 2012; Luo et al., 2015; Majewski et al., 2017; Buder
et al., 2020), have necessitated a radical reassessment of our
analytic methods to accommodate the surge in high-quality
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spectra, from a few thousand (Fuhrmann, 1998; Bensby
et al., 2003) to millions. This burgeoning data volume has
led to the development of extensive grids of stellar spectra.

However, modelling stellar spectra, rich with crucial infor-
mation about effective temperature, surface gravity, atmo-
spheric velocity fields, and individual element abundances,
presents significant computational challenges. This is partic-
ularly true when dealing with 3D models and non-local ther-
modynamic equilibrium (non-LTE) effects (Amarsi et al.,
2020; Bergemann et al., 2021; Gerber et al., 2023). Machine
learning-based emulators have shown promise in offering an
improvement over traditional polynomial interpolation tech-
niques in terms of sample efficiency (Fabbro et al., 2017;
Leung & Bovy, 2018; O’Briain et al., 2021).

Spectral emulators like The Cannon (Ness et al., 2015) and
The Payne (Ting et al., 2019; Straumit et al., 2022; Xiang
et al., 2022) have been developed and adopted for large-scale
spectroscopic surveys. Yet, these methods carry their own
shortcomings. Both The Cannon, based on Ridge regres-
sion, fall short in expressiveness, The Payne, which relies
on a neural network-based multilayer perceptron, does not
impose sufficient inductive bias and hence its performance
plateaus with large training data. Even though these models
show adeptness in emulating global spectra, they usually
carry an error margin of about 1%, which hampers the de-
tection of weaker signals, including subtler features, such
as hyperfine structures, stellar rotation, pulsations, ultra-
high-resolution radial velocity measurements, or starspots,
underscoring the urgency for innovative amortization strate-
gies. Furthermore, most if not all spectral emulation tech-
niques proposed have often trained on a fixed wavelength
grid, thereby restricting their applicability to datasets with
different sampling wavelengths.

To overcome these challenges, we propose a novel solu-
tion: an attention-based emulator (Vaswani et al., 2017;
Shaw et al., 2018; Wang et al., 2020) for stellar spectra.
We employ a transformer model (Parmar et al., 2018; Han
et al., 2021), initially pre-trained on spectra with fixed stel-
lar parameters and variable elemental abundances, and then
fine-tuned with other parameters. This method significantly
enhances spectral emulation accuracy and sample efficiency,
surpassing established state-of-the-art spectral emulation
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techniques. Furthermore, inspired by neural radiance fields
(Mildenhall et al., 2020; Sitzmann et al., 2020; Sajjadi et al.,
2021), we treat wavelength as a distinct model parameter.
This approach allows us to generate spectra on any wave-
length grid with a single training iteration, thus removing
a significant limitation in the current spectral emulation
landscape.

Figure 1. Architecture of the Proposed Transformer-Based Stellar
Spectra Emulator: The model accepts two inputs: wavelength and
a vector of spectrum parameters. Wavelength is encoded into a
query token via sinusoidal encoding, while the parameters are
transformed into tokens using an MLP Embedding. Transformer
blocks capture long-range information, and the normalized flux is
computed using an MLP Head.

2. Synthetic Spectra
In our experiments, we utilized two grids of synthetic spec-
tra calculated using the plane-parallel model atmosphere
codes updated by Lester & Neilson (2008). These updated
codes are based on the standard Local Thermodynamic
Equilibrium (LTE) codes ATLAS/SYNTHE (Kurucz, 1979;
1993; 2005; 2013). Each grid consisted of 100,000 spectra
calculated at a resolution of R = 100, 000 within the 4000
to 5000 Å wavelength range.

One key insight we will demonstrate is the transformers’
ability to capture long-range information, particularly evi-
dent when stellar parameters are fixed. In such cases, atomic
features associated with specific spectral lines become more

Table 1. Grids of synthetic spectra adopted in this study.
Stellar Labels First Grid Second Grid
Effective Temperature 5000 K [4000, 6000] K
Surface Gravity 4.5 [4.0, 5.0]
# Training Spectra Up to 100,000
# Frequencies 22,315
Microturbulence 0 km/s
Helium Abundance [0, 0.1568]
Other Abundances [X/H] [−2, 1]

prominent. By pre-training the model on synthetic spec-
tra with fixed stellar parameters, allows the model to learn
long-range correlations associated with individual atomic
features. The second grid represented the comprehensive
target domain, where we aimed to leverage pre-training
for enhanced performance. We anticipate improved perfor-
mance through fine-tuning the transformer model.

The first ”pre-training” grid was established with a fixed
effective temperature of 5000 K, an effective gravity of
log g = 4.5, a microturbulent velocity of ξ = 0 km/s, and
helium abundance ranging from zero to twice the solar value.
Other element abundances were uniformly sampled between
-2 and 1 dex. For the second “entire” grid, we sampled
the effective temperature from 4000 K to 6000 K and the
effective gravity between 4.0 and 5.0, while keeping the
other parameters identical to the first grid. Table 2 provides
a summary of the grids. The elemental abundances of all
elements up to atomic number equal 98 were considered.

We emphasize that, while we tested our models on the Lo-
cal Thermodynamic Equilibrium (LTE) model, the primary
objective was to evaluate how the model performance scales
with the volume of training data using different strategies.
Our proposed model demonstrates robust emulation capa-
bilities even with limited training data, facilitating the tran-
sition to amortizing non-LTE models.

3. Method
The objective of our research was to develop a stellar spectra
emulator that approximates the complex numerical model-
ing function f(λ, ϕ), where λ represents the wavelength
and ϕ denotes a vector of variable parameters. Our goal was
to improve this function by minimizing the mean squared
error (MSE) loss over a training dataset {(λ, ϕ)i, yi}N . As
a baseline, we used the commonly employed Multilayer
Perceptron (MLP) approach (Straumit et al., 2022; Xiang
et al., 2022) which predicts fluxes at fixed wavelengths. Our
model stands apart through three core improvements.

1. Transformer-based Model: Traditional MLPs have
been the go-to choice in the field, but they have their limi-
tations. Stellar spectra, with its intrinsic complexity, have
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Figure 2. Assessment of our model’s performance, illustrating the three essential metrics. Each panel showcases the performance of the
baseline MLP, the Transformer-based model, and two variants of the fine-tuned Transformer-based models: LoRA fine-tuning and full
fine-tuning. The Transformer-based model consistently outperforms the baseline MLP, with fine-tuning further enhancing the results,
surpassing the state-of-the-art by a large margin in all metrics. The full fine-tuning approach demonstrates superior performance compared
to the parameter-efficient fine-tuning method, LoRA, whose quality plateaus when the number of training examples > 1000.

proved challenging for astro-ML practitioners, particularly
due to the lack of discernible inductive biases. While Con-
volutional Neural Networks (CNNs) assume translational
invariance and distortion stability, these biases don’t apply
to stellar spectra. Positional information (wavelength, in
our case) is critical and spectral feature distortions can re-
veal important details about the gravitational broadening of
stars. It is crucial that these factors aren’t disregarded. Our
thorough ablation studies have confirmed that CNNs do not
perform better than our baseline MLP for these tasks, as the
strong but imprecise inductive biases hinder spectra emula-
tion. Instead, we’ve used a Transformer-based model which,
unlike MLPs and CNNs, excels at capturing long-range
information, a valuable trait for spectral emulation.

The transformer blocks play a crucial role in capturing the
long-range information embedded within the spectra. We
employ multi-head attention mechanisms within these trans-
former blocks to allow the model to attend to different parts
of the multi-token embedding of the spectrum parameters si-
multaneously. This makes it straightforward for the model to
establish complex correlations between distant wavelengths
by attending to relevant tokens. The ability to learn a rich
correlation structure is built into the model architecture.
The residual connections and Layer Normalization are posi-
tioned following the recommendations by Xie et al. (2023).
Our transformer-based model consists of 16 transformer
blocks, with the output of the final block passed to an MLP
Head. The MLP Head comprises two layers: an initial
layer with 256 neurons and a final layer with a single neu-
ron responsible for predicting the normalized flux. This
structure facilitates a more comprehensive understanding
of stellar spectra, leveraging the attention mechanisms of
the transformers. The detailed architecture of the proposed

transformer-based stellar spectra emulator is illustrated in
Figure 1.

2. Two-Step Pretraining Strategy: Recognizing that long-
range information is particularly valuable at fixed stellar
parameters, we adopted a two-step pretraining strategy. Post-
pretraining, we’ve used two distinct fine-tuning strategies:
full fine-tuning, where all model parameters are adjusted
during target domain training, and a parameter-efficient fine-
tuning method named LoRA (Hu et al., 2021), which is
designed for fine-tuning large-scale language models when
full fine-tuning is computationally prohibitive.

3. Flexible Wavelength Output: Finally, our model allows
for the inclusion of wavelength as an input. The wavelength
input is encoded into a singular token using sinusoidal en-
coding, which serves as a unique query token. Meanwhile,
the vector of parameters is transformed into a series of
tokens using an MLP Embedding, acting as keys and val-
ues tokens in subsequent transformer blocks. This means,
without extra training, a single trained model can interpret
spectra that are sampled at different wavelength grids, thus
addressing a significant bottleneck in spectral emulation.

Metrics: To obtain a comprehensive evaluation of our
model’s performance, we employed an array of key met-
rics including Mean Squared Error (MSE), Mean Absolute
Error (MAE) and Maximum Absolute Error (MaxAE). Al-
though not shown, we also checked the Mean Absolute
Relative Error (MARE), the 95th percentile of absolute er-
ror (QAE0.95), and the mean of the top 5% absolute errors
(QMAE0.95). Our decision to employ these diverse metrics
stems from our understanding that using a singular measure
like MSE could potentially provide a misleading view of
our emulator’s performance. An inaccurate emulation of
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key spectral features can considerably influence the quality
of our inferences, even if the emulator correctly represents
most of the less informative spectral continuum. Our cho-
sen metrics offer a more balanced evaluation of our model’s
performance.

Training: We’ve employed the AdamW optimizer with a
cosine learning rate schedule. Training was conducted on
Grid 2 for 100,000 steps for both the Baseline MLP and
the Transformer-based models, pre-training ran for 100,000
steps on Grid 1, and fine-tuning was carried out for 50,000
steps for both full fine-tuning and LoRA. The pre-training
was conducted on 4 A100 GPUs and took approximately 16
hours, with a batch size of 64. All other training sessions
were run on a single GPU with a batch size of 16.
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Figure 3. This visual illustrates how the fine-tuned Transformer,
despite sparse, high-dimensional data (ndim = 100 with all ele-
mental abundances), replicates a complex synthetic spectrum with
remarkable precision, unlike the struggling baseline MLP model,
with both models trained on a dataset of 1000 spectra.

4. Results
The results of our experiments, as shown in Fig 2, demon-
strate a significant improvement in performance when com-
paring the baseline MLP (blue) to the transformer-based
model (orange) across all metrics. The transformer-based
model consistently achieves two-to-three times better perfor-
mance, even for metrics such as MaxAE, which evaluate the
emulation of strong features where important spectral infor-
mation resides. Importantly, unlike MLP models that train
on a fixed wavelength grid, our transformer-based model
provides the flexibility to emulate spectra on any wavelength
grid within the training data’s wavelength range, with no
degradation of the performance.

Notably, the difference between the MLP and transformer
models becomes more pronounced when the training set
comprises between 100 and 3000 spectra. In this range, the
transformer-based model often achieves comparable results
with approximately three times fewer training examples

Our domain-inspired fine-tuning strategy yields another 2-
3 times improvement compared to the basic transformer
models. This translates to a 5-10 fold enhancement across
all metrics, with a training size of 1000, when compared to
current leading methods in the field. (see Fig 3) While we
have employed a relatively modest transformer model in this
study, it is worth highlighting that we have not yet reached a
saturation point in terms of the number of units/layers for the
transformers. This suggests that with appropriate inductive
bias, such as assuming that atomic features convey long-
range information in the spectra, the models can continue
to improve with increasing computational power. When
comparing full fine-tuning to MLP, we typically require
only 1/10 of the spectra to achieve similar results.

In addition to full fine-tuning, we also explore a low-cost
fine-tuning strategy called LoRA, which is commonly used
for large-language models (Hu et al., 2021). As shown in
Fig 2, LoRA demonstrates the potential to perform on par
with full fine-tuning models with fewer than a few hundred
training examples. However, its performance becomes con-
strained when more spectra are available, making the full
fine-tuning more favourable in this context. Nonetheless,
this intriguing result suggests that even with the release of
larger foundational spectral models, research groups with
limited GPU resources and access to a few hundred to thou-
sand high-quality 3D non-LTE models can still benefit from
the LoRA-adapter type of fine-tuning while leveraging our
spectral foundation model.

5. Future Direction and Broader Impact
Our investigation has demonstrated the superiority of
Transformer-based models over the state-of-the-art model,
particularly when employing domain-inspired fine-tuning
strategies. However, we recognize that there is still room
for further exploration and improvement. We aim to delve
deeper into the limitations of adapter methods (He et al.,
2021; Karimi Mahabadi et al., 2021; Hu et al., 2021) when
confronted with a substantial number of training examples.
Moreover, our vision extends to expanding our study by
incorporating more complex downstream supervised tasks,
such as simultaneous prediction of spectral fluxes and stel-
lar atmospheric structures. This integration holds immense
potential for guiding the training process more effectively
and unlocking even better results.

Looking beyond our specific findings, there is a growing
demand for a generalizable and robust algorithm that can
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be seamlessly transferred and adapted across different spec-
troscopic surveys. Presently, each individual survey invests
significant effort in constructing its own pipeline and de-
veloping unique spectral emulators. We propose that the
foundation model could be initially trained on a dataset
encompassing millions of simpler (e.g., 1D LTE) high-
resolution spectra, and then fine-tuned with thousands of
spectra derived from more sophisticated physics models or
those specifically tailored for a particular survey. Our work
represents an important initial step towards the development
of a genuinely robust, adjustable, and adaptable spectral
foundation model. Such a model would possess the remark-
able capability of generating spectra on any wavelength
grid, providing a unifying platform for the field. Draw-
ing parallels to the impact of large language models, we
firmly believe that these evolving generic transformer-based
methods will revolutionize the spectroscopic domain. They
will establish a common ground for all studies, empower-
ing researchers to fine-tune their preferred spectral models
without starting from scratch. This will not only enhance
efficiency and collaboration within the community but also
enable exciting new possibilities for scientific exploration
and discovery.
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