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Abstract
Stellar ages are critical building blocks of evolu-
tionary models, but challenging to measure for
low mass main sequence stars. An unexplored
solution in this regime is the application of proba-
bilistic machine learning methods to gyrochronol-
ogy, a stellar dating technique that is uniquely
well suited for these stars. While accurate analyti-
cal gyrochronological models have proven chal-
lenging to develop, here we apply conditional nor-
malizing flows to photometric data from open star
clusters, and demonstrate that a data-driven ap-
proach can constrain gyrochronological ages with
a precision comparable to other standard tech-
niques. We evaluate the flow results in the context
of a Bayesian framework, and show that our in-
ferred ages recover literature values well. This
work demonstrates the potential of a probabilistic
data-driven solution to widen the applicability of
gyrochronological stellar dating.

1. Introduction
Stellar evolution and lifecycle models are critically impor-
tant to astronomy on a wide range of scales, but require
properly constrained age data. Since its conception (Demar-
que & Larson, 1964; Sandage & Eggen, 1969), isochrone
fitting has been the most ubiquitous technique for dating star
clusters. Isochrones are population models for stars of the
same age but a variety of initial masses, so this technique
performs poorly in the regime of low mass main sequence
(MS) stars due to their degeneracy with age in the colour-
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luminosity parameter space. This is particularly true in
the case of non-coeval field stars with weakly constrained
cluster membership, where the presence of multiple popu-
lations may hinder the identification of isochrones. Other
stellar dating methods such as asteroseismology (Cunha
et al., 2007; Kurtz, 2022), Lithium abundances (Jeffries,
2014; Beck et al., 2017; Deliyannis et al., 2019) and x-ray
luminosity (Beck et al., 2017; Deliyannis et al., 2019) strug-
gle in this regime as well. One technique that avoids such
issues is gyrochronology, which relies on the concept of stel-
lar spin-down to infer age using measurements of rotation
period and MS location (ie. mass, proxied with an observ-
able such as colour). This makes gyrochronology uniquely
well-suited for dating low mass MS stars, especially in the
current era of abundant stellar rotation data from missions
such as Kepler and Transiting Exoplanet Survey Satellite
(TESS).

Beginning with several foundational papers by Barnes
(2003; 2007; 2010), most gyrochronological studies have
leveraged empirical models calibrated on stellar popula-
tion ages that were benchmarked using other methodologies
(Angus et al., 2019; Curtis et al., 2019; Boyle & Bouma,
2022; Kounkel et al., 2022). Open star clusters have of-
ten been used for validation in such analyses; these are
gravitationally-bound groups of tens to hundreds of stars
formed concurrently, and are useful gyrochronological cal-
ibrators due to their effectiveness with isochrone fitting.
Other studies have relied on physical models of stellar spin-
down rates to predict rotational evolution (van Saders et al.,
2016; Gossage et al., 2021). The reliability challenges pre-
sented by these techniques (Angus et al., 2015; van Saders
et al., 2016; Silva-Beyer et al., 2022), especially in stars
older than ≈ 1-2 Gyr, emphasize the difficulty in fitting
empirical models to observations, and highlight the need for
a data-driven approach. To the best of our knowledge, a gy-
rochronological model leveraging machine learning has not
yet been implemented, and this work builds towards filling
that gap by developing a probabilistic framework designed
to infer stellar ages from real observational data.
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Figure 1. This figure shows subsets of our (i) observational data represented by solid red circles, and (ii) normalizing flow results
represented by colour maps, both at 5 discreet sample ages. For ages aligned with our open clusters (τ = 125, 500, and 2,700 Myr), we
show results from our cross-validation exercise (see §3) in the bottom row. For ages that we do not have observational data for (τ = 300
and 1,700 Myr), the results are generated from a NF trained on all observations.

2. Methods
2.1. Data

The observational data used in this work consist of rota-
tion period (Prot) and colour (standardized to the Gaia de-
reddened photometric magnitudes (GBP −GRP )0 but de-
noted as C going forward for brevity) for 2,878 total stars
from 8 different open clusters. Our data were curated from
two different sources (Curtis et al., 2020; Godoy-Rivera
et al., 2021), utilizing only the subset that each considered
to be ”probable” cluster members. De-reddening correc-
tions have already been applied by Curtis (2020), but were
calculated by us using the colour data presented by Godoy-
Rivera (2021). These papers also provide age estimates of
the open clusters, which we refer to throughout this work as
the ”literature” ages τlit, and use as the basis of evaluation
for our results (see Appendix A for a detailed breakdown).

2.2. Rotation period inference with normalizing flows

The challenge motivating this work is predicting the evo-
lution of a star’s rotation period from its age (τ ) and
colour. We describe this as the conditional probability:
p(Prot | C, τ), which fits into our Bayesian gyrochrono-
logical framework as formulated in eq. 1. This equation
is expanded from Bayes’ theorem via a decomposition of
our observational likelihood term p(Prot, C | τ) into the
product of p(Prot | C, τ) and p(C | τ), and is expressed
in terms of our posterior probability for the age of a star
p(τ | Prot,C):

p(τ | Prot, C) =
p(Prot | C, τ) · p(C | τ) · p(τ)

p(Prot, C)
(1)

To calculate p(Prot | C, τ), we implement a normalizing
flow (NF), taking advantage of this method’s unique ability
to model conditional probability densities across a contin-
uous parameter space. We train our NF to learn the condi-
tional pf (Prot | C,τ) distribution across our observational
data (pf now representing the probability calculated by the
flow). Our NF is built using the pyro.ai1 framework
(Bingham et al., 2018; Phan et al., 2019), a python-based
package that extends the PyTorch deep learning library,
and we implement the Adam optimizer for our training
(Kingma & Ba, 2014). We use a series of 4 layers to train
our flow: in order of implementation they are (i) linear
spline (Durkan et al., 2019; Dolatabadi et al., 2020), (ii) ma-
trix exponential (Miyato et al., 2018; Salimans & Kingma,
2016; Hoogeboom et al., 2020), (iii) householder (Tomczak
& Welling, 2016), and (iv) affine autoregressive (Germain
et al., 2015; Jimenez Rezende & Mohamed, 2015; Kingma
et al., 2016) transformation layers. These were chosen based
on empirical performance during our model evaluation stage.
Each training run includes 150 000 steps with a learning
rate of 5e−4. Our loss function L minimizes the negative
log probability of the conditional p(Prot | C,τ) distribution.
We further decompose this probability into two components:
the pf computed by our NF and a background probability pb

1https://github.com/pyro-ppl/pyro
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Figure 2. NF results, priors and posterior age distribution for a sample star from the NGC 6811 cluster (Prot = 9.75 d, C = 0.910), and
p(τcl) for NGC 6811. Panel a) illustrates the NF-generated p(Prot | τ,C); the star’s observed properties are indicated by the orange point.
Panel b) shows the behaviour of the p(C|τ) across ages. Panel c) illustrates the uniform age prior. Panel d) demonstrates the calculation
of the posterior age distribution for this sample star as described in eq. 1. Panels b), c), d), and e) all show the sample stellar age from
literature as a dashed orange line. Panel e) shows p(τcl) for NGC 6811 as calculated using eq. 6; the black line illustrates the distribution
using only statistical uncertainties while the red line represents that posterior convolved with the intrinsic scatter that was generated with
our cross-validation tests. Individual stellar posteriors are also shown in translucent grey; the green line corresponds to the sample star’s
posterior.

that represents a uniform distribution across rotation period
that we expect to see in non-cluster field stars:

pb(Prot) ∼

{
1

Pmax
rot −Pmin

rot
Pmin
rot < Prot < Pmax

rot

0 otherwise
(2)

Pmin
rot and Pmax

rot are the limits of log Prot (in days) that we
evaluate our loss over; in this case -1.5 and 2.0 respectively.
With this additional layer of nuance, and wf applied as a
weighting of our NF probability against our background
probability, our loss function becomes (given data for each
ith star out of n total stars):

L = Σn
i=1[− ln(wf · pf (Prot,i | Ci, τi)

+(1− wf ) · pb(Prot,i))]
(3)

The inclusion of pb is important to minimize training arti-
facts when considering the inherent uncertainty in observa-
tional data, as there is always natural scatter and potential

for field star contamination. We apply wf = 0.90 in this
work, as this value is the criteria for ”probable” cluster mem-
bership according to Godoy-Rivera et al. (2021). However,
using a dynamic or fitted value for this weighting is a future
optimization that we intend to apply.

3. Results
Figure 1 displays our NF results at a subset of discreet
ages. The top row of subplots shows only observational
data (where available), whereas the bottom row overlays the
observations atop the NF-generated pf (Prot | C, τ) proba-
bility grid at each age value. The second and fourth panels in
the bottom row are examples of NF results at ages for which
we do not use any observational data in this work, and hence
cannot validate directly. The behaviour of the flow at these
ages is important when considering the challenge of heavily
clustered data points in age space; only eight different age
values are represented across all 2,878 data points, with sig-
nificant distance in age space between many of the clusters.
Despite these large gaps in training data, we see that the NF
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interpolation does not behave erratically. Another important
note is that the seemingly high probabilities in regions of
sparse data at the extremes of the colour spectrum are due to
the conditional nature of our probability distributions; since
each subplot in the bottom row represents pf (Prot | C,τ) at
a specific age slice, the probability distribution along any
vertical line through a subplot will integrate to 1. Hence,
these ”wings” represent the pf (Prot) distribution that we
would expect to see given stars at those ages and colours.
This illustrates the importance of applying a conditional NF
to mitigate selection effects, which otherwise could bias our
NF in colour space.

To evaluate performance within the context of gyrochrono-
logical age estimation, we apply the NF results to eq. 1 to
calculate posterior age distributions, and compare those to
τlit from our data sources (Curtis et al., 2020; Godoy-Rivera
et al., 2021). We perform this analysis using leave-one-out
cross validation (LOOCV), training 8 different NFs and for
each one excluding observational data from a single clus-
ter (which is then subsequently used as the validation data
set for the NF). Additionally, to apply our NF results to
equation 1, we require (i) p(τ) and (ii) p(C|τ). These are
calculated based on a uniform distribution of τ (in Myr) of:

τ ∼ U(50, 3500) (4)

and a uniform distribution of C at any given τ of:

(C | τ) ∼ U(Cmin
iso(τ), C

max
obs ) (5)

We utilize isochrones generated from the brutus2 package
to constrain the lower limit on the colour values for a star
at any given age: Cmin

iso(τ). The upper limit Cmax
obs is set to a

constant of the largest (reddest) colour value present in the
entire observational data set. These priors are relatively un-
informative compared to stellar models available, which is
an intentional choice that mitigates selection effects which
may be generated by observational bias and inconsistent
instrument behaviour. After computing all individual stel-
lar age posteriors, we proceed to calculate overall cluster
posteriors p(τcl). A more thoughtful approach to generating
these will be applied in future work, however in this initial
phase we calculate p(τcl) for each cluster as a naive product
of the individual stellar posteriors for all ncl stars in the
cluster:

p(τcl) =

ncl∏
i=1

p(τi | Prot,i, Ci) (6)

Once we have these cluster age posteriors (described with
means τinf and statistical uncertainties στinf

) inferred from

2https://zenodo.org/record/3840241

our NF results, we additionally apply Markov Chain Monte
Carlo (MCMC) using the emcee3 package (Foreman-
Mackey et al., 2013) to fit our data to:

τinf ∼ N(θ · τlit, στ2
inf

+ s2) (7)

which includes an intrinsic scatter term s.

Figure 2 illustrates visually how eq. 1 is applied to generate
posterior age distributions for single stars (a + b + c →
d), how eq. 6 is applied to generate the cluster posteriors
(d → e), and the effect of our fitted intrinsic scatter from
eq. 7 on the shape of p(τcl) (e). It is worth noting that
the denominator p(Prot, C) of eq. 1 is constant across our
model, so can be ignored given that we normalize the results.
As expected, panel d) demonstrates that since our p(τ) and
p(C | τ) priors are nearly uniform (see eqs. 4 and 5), the
posterior is NF-dominated. It is apparent in panel e) that
for this cluster, the posterior mean τinf is quite close to
the nominal age of 950 Myr. It is also clear that including
our intrinsic scatter term produces a much more reasonably
constrained p(τcl) than the over-precise distributions gener-
ated from only considering the statistical uncertainties (see
Appendix B for individual cluster results).

Figure 3. A summary of the cross-validation results by cluster, dis-
playing the mean cluster posterior ages inferred by our framework
(τinf ) against the literature ages (τlit).

Figure 3 summarizes the accuracy of the inferred p(τcl)
distributions from our LOOCV exercise for each cluster
relative to literature. The best fit value and 95% credible
interval for θ from eq. 7 are also highlighted. The τinf : τlit
relationship is consistent with 1, indicating that the overall
inference framework does not appear to suffer from system-
atic bias. One notable outlier here is our estimation for the
Pleiades cluster (dated by Godoy-Rivera et al. (2021) as
125 Myr); this is unsurprising as (i) it is the youngest cluster

3https://github.com/dfm/emcee
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we use so there is no lower bound to interpolate against in
our LOOCV exercise, and (ii) the faster evolution of Prot in
younger stars requires more thorough calibration to enable
precise inference for lower ages. More robust uncertainty
handling will be addressed in future work, however it is
encouraging that the recovered p(τcl) distributions, particu-
larly when intrinsic scatter is included, are reasonable.

4. Discussion
It is important to consider these results alongside the preci-
sion of other stellar age dating techniques, and within the
context of historical performance of analytical and empirical
gyrochronology models. The overall uncertainties on our
inferred cluster ages are dominated by the intrinsic scatter,
and range from 0.088 to 0.99 dex. These are consistent with
isochrone fitting uncertainties, which are typically in the
10-20% range (Godoy-Rivera et al., 2021). The Gaia Col-
laboration et al. (2018) cite [-0.06,0.08] dex uncertainties
for cluster ages greater than 100 Myr. The literature ages
of NGC 6819 and Ruprecht 147 (Curtis et al., 2020) come
with uncertainties of ≈ 0.03 dex based on a gyrochrono-
logical estimate of NGC 6819 calibrated to an isochrone
model of Ruprecht 147. In a direct comparison of isochrone-
only modeling to a combination of isochrone fitting and
gyrochronology, Angus et al. (2019) reported uncertainties
of 22% using only isochrones and 8% with both techniques.
The results of these studies indicate that our precision is
generally comparable to current stellar dating standards.

Building off of these results, and given that we still consider
this work to be in the proof of concept stage, there are sev-
eral features of our model that we intend to improve. First,
further exploration and optimization of the NF parameters,
using both empirical evaluation and more prescriptive ap-
proaches to tuning, are crucial to improving performance.
Second, we need to account for observational uncertainties
and selection biases; ensuring that we correctly propagate
these is essential to realistically assessing the credibility of
our model and systematic errors that may be introduced.
In particular, a more robust method of calculating p(τcl) is
required to generate proper statistical uncertainties. Finally,
a deeper investigation into a wider parameter space for our
model could dramatically improve performance (eg. metal-
licity, a factor linked to stellar rotational evolution (See et al.,
2023)).

There are further open questions that we will resolve through
additional testing and validation. M50 and NGC 2516 (both
150 Myr) are the only coeval clusters in our observational
data, so the effect of including more needs to be explored.
This is particularly true in the case of young clusters, where
the complexity of rotational evolution will require more
extensive calibration. Furthermore, the LOOCV exercise
demonstrated that our NF performed well within this POC,

however an entire cluster’s data was excluded from training
during each iteration. Applying the same evaluation frame-
work to subsets and mixtures of cluster data will provide
a more nuanced assessment of how our model will behave
once we incorporate new stellar observational data in which
cluster membership is less clear. Finally, developing more
thoughtfully motivated priors for our stellar age and con-
ditional colour distributions will provide a more realistic
indication of our best-case performance given the current
model.

5. Conclusion
Our data-driven probabilistic model has successfully identi-
fied gyrochonological patterns in observational data to a pre-
cision comparable with empirical gyrochronological models
and other stellar dating techniques. A particularly notable
result is the successful interpolation of p(Prot | τ,C), in the
context where significant (age) gaps exist in the parameter
space of training data. The efficacy of our framework will
increase as more photometric data become available over
time, but to properly leverage those observations it will be
important to improve our model’s ability to handle uncertain-
ties and observational bias. With the combination of these
enhancements, additional training data, and an extensive
validation pipeline, we are optimistic that this framework
can become a valuable tool in the field of stellar dating.
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borne, P., Pagani, C., Pagano, I., Pailler, F., Palacin, H.,
Palaversa, L., Panahi, A., Pawlak, M., Piersimoni, A. M.,
Pineau, F. X., Plachy, E., Plum, G., Poggio, E., Pou-
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ell, N., Royer, F., Ruiz-Dern, L., Sadowski, G., Sagristà
Sellés, T., Sahlmann, J., Salgado, J., Salguero, E., Sanna,
N., Santana-Ros, T., Sarasso, M., Savietto, H., Schultheis,
M., Sciacca, E., Segol, M., Segovia, J. C., Ségransan, D.,
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APPENDIX

A. Cluster data details
Table 1 provides the breakdown of observational data from open clusters used in this work.

Table 1. Open cluster data used. The age of each cluster is the literature age as cited per its respective source: [1] (Godoy-Rivera et al.,
2021) and [2] (Curtis et al., 2020).

Cluster Source # Stars Age (Myr)

Pleiades [1] 960 125
M50 [1] 131 150

NGC 2516 [1] 316 150
M37 [1] 213 500

Praesepe [1] 1032 700
NGC 6811 [1] 161 950
NGC 6819 [2] 30 2500

Ruprecht 147 [2] 35 2700

B. All LOOCV results
Here we present the naive p(τcl) distributions from our LOOCV exercise for each cluster, both with and without intrinsic
scatter, analogous to panel e) in figure 2.
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Figure 4. Plots of the naive p(τcl) distributions, both with (red) and without (black) the fitted intrinsic scatter for each cluster. Also shown
are all of the individual stellar posteriors (grey) and the literature cluster age (dashed orange line). Results are all from the NFs trained
during our LOOCV exercise.
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