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Abstract
Dark matter accounts for 85% of the matter in our
Universe. The mass assembly history (MAH) of
dark matter halos plays a leading role in shaping
the formation and evolution of galaxies. MAHs
are used extensively in semi-analytic models of
galaxy formation, yet current analytical methods
to generate them are unable to capture their rela-
tionship with the halo internal structure and large-
scale environment. This paper introduces FLO-
RAH, a machine-learning framework for generat-
ing assembly histories of dark matter halos. We
train FLORAH on the assembly histories from the
MultiDark N-body simulations and demonstrate
its ability to recover key properties such as the
time evolution of mass and dark matter concentra-
tion. By applying the Santa Cruz semi-analytic
model on FLORAH-generated assembly histories,
we show that FLORAH correctly captures assem-
bly bias, which cannot be reproduced with current
analytical methods. FLORAH is the first step to-
wards a machine learning-based framework for
planting merger trees; this will allow the explo-
ration of different galaxy formation scenarios with
great computational efficiency at unprecedented
accuracy.

1. Introduction
In the Λ-Cold Dark Matter (ΛCDM) framework, dark matter
(DM) halos form hierarchically via the mergers of smaller
DM halos (White & Rees, 1978). The process by which DM
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and baryonic matter (such as gas and stars) come together
to form a gravitationally bound structure is known as the
assembly history of a halo or galaxy. In simulations, this is
captured in the form of “merger trees”, i.e. progenitor and
descendant halos are linked across multiple snapshots. The
properties of galaxies (such as stellar mass and star forma-
tion rate) are thus closely linked to the assembly history of
their halos and their formation environment. Understanding
this intricate halo-galaxy connection remains one of the key
open questions of modern astrophysics.

N-body simulations provide a powerful tool to directly study
the formation and evolution of DM halos as they merge
with other halos and interact with the large-scale environ-
ment (Vogelsberger et al., 2020). Because computational
cost grows rapidly with the simulated volume and resolu-
tion, these simulations are often run with only DM particles
and do not include baryonic physics. Semi-analytic models
(SAMs) are then commonly used to populate DM halos with
galaxies. SAMs combine simplified prescriptions for bary-
onic physics (e.g. radiative cooling, star formation, AGN
feedback, etc.) within merger trees to calculate observable
properties (Somerville & Davé, 2015; Yung et al., 2019).

Reliably resolved merger trees are key to accurately model-
ing the evolutionary history of galaxies and their properties.
Merger trees extracted from N-body simulations are quite ac-
curate, though at a great computational cost. It is not feasible
to run multiple simulations with sufficient dynamic range to
simultaneously capture halos encompassing dwarf galaxies
(105 − 1010 M⊙) to galaxy clusters (1014 − 1015 M⊙) up
to high redshifts and in large volumes.

To work around these computational challenges, previous
works have developed analytic methods that rely on the Ex-
tended Press-Schechter (EPS) formalism (Bond et al., 1991;
Bower, 1991). EPS trees are constructed by sampling the
conditional mass probability p(M1|M0, z0, z1) that a halo
with mass M0 at redshift z0 had a mass of M1 at an earlier
redshift z1 > z0. For halos of any given initial mass M0 and
redshift z0, the algorithm uses Monte-Carlo methods and
assumes the Markov property to construct its past merger
histories (Somerville & Kolatt, 1999; Zentner, 2007). How-
ever, this approach does not fully capture the subtleties of
the accretion process. For instance, the accretion rate de-
pends on the environment in which the halos form – it also
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varies over time as the cosmic matter density evolves as a
function of time. EPS techniques are unable to capture the
relationship among the assembly history, the halo structure,
and the environment and thus can disagree with trees ex-
tracted from N-body simulations at the factor of few levels,
e.g. (Li et al., 2007).

In this paper, we introduce FLORAH, a flow-based gener-
ative recurrent model, to generate assembly histories of
halos. As a first step, we focus on generating the mass as-
sembly histories (MAHs) and DM concentration histories
only on the main progenitor branches (MPBs) of merger
trees. The MPB tracks the most massive progenitors of
a halo and thus is the most important for understanding
the assembly history. MPBs can be naturally modeled as
a time-ordered sequence; hence we use a recurrent neu-
ral network to learn their representative features (mass and
concentration). Because we are interested in learning the
full distribution of possible assembly histories for a halo,
we then use a normalizing flow to perform sampling based
on these representative features. Once trained, FLORAH
can match the MAHs and DM concentration histories of
MPBs from the N-body simulations. In addition, we apply
the Santa Cruz SAM (SC-SAM) (Somerville et al., 2015;
Gabrielpillai et al., 2022) to populate FLORAH-generated
MPBs with galaxies and demonstrate that FLORAH can cor-
rectly capture the assembly bias of galaxies, which existing
EPS-based methods cannot reproduce.

2. Methodology
2.1. Simulation and data preprocessing

We use the VSMDPL box from the MultiDark simula-
tions (Klypin et al., 2016). VSMDPL is a dark-matter only, N-
body simulation run with the GADGET-2 smoothed-particle
hydrodynamics code (Springel et al., 2001; Springel, 2005).
The simulation adopts cosmological parameters that are
broadly consistent with the Planck 2013 results (Planck
Collaboration, 2014): Ωm = 0.307,ΩΛ = 0.693, h =
0.678, σ8 = 0.823, ns = 0.960. VSMDPL has a box size
of 160 Mpch−1, a DM particle mass MDM = 6.2 × 106

M⊙ h−1, a number of the particles of N = 38403, and an
adaptive softening length ϵ = 1.0− 2.0 kpc h−1.

We use the publicly available merger trees from VSMDPL,
which have been constructed using the ROCKSTAR halo
finder and the CONSISTENTTREE algorithm (Behroozi et al.,
2013a;b). For each tree, we extract only the main progen-
itor branches (MPBs) and exclude all MPBs with initial
halos (also known as “root” halos) with fewer than 500 DM
particles; halos below this limit will have progenitors that
are not well-resolved. To improve the generalization of our
model, we augment the dataset by creating multiple “sub-
branches” for each MPB in the following way. For each
branch, we first randomly choose an initial snapshot from

the first 40 snapshots. Then, we sample the branch every
2 – 6 snapshots up to a maximum redshift of zmax

train = 10
(snapshot 108). Randomizing the time steps helps prevent
the model from becoming overly reliant on one particular
set of time steps and improves generalization. We repeat the
augmentation steps 10 times for each MPB.

The input features to the recurrent neural network at each
stage are the logarithm of the virial mass log10 Mvir, the
Navarro-Frenk-White DM concentration cvir (Navarro et al.,
1996), and scale factors a of the halo and the next progeni-
tor. Including cvir helps the model learn assembly histories
more accurately, possibly because cvir has been found to
capture the environmental dependency in many assembly
bias studies (Wechsler et al., 2006). We will expand to more
halo features (e.g. spin, shape) and environment features
(e.g. local density) in future work. The scale factors of the
halo and its next progenitor serve as the time features in our
framework. For target features, we use the logarithm of the
accreted mass, defined as:

∆ log10 M
(i+1)
vir = log10(M

(i+1)
vir /M

(i)
vir), (1)

for the (i+1)-th halo, and the concentration cvir of the next
progenitor. Using accreted masses ∆ log10 M

(i+1)
vir , instead

of progenitor masses log10 M
(i+1)
vir , as targets improve the

model performance. During generation, progenitor masses
can be derived from masses and accreted masses using Eq. 1.

2.2. Neural network architecture

We model each sub-branch as a sequence of N halos, with
the root halo denoted with the index zero. The input and
target feature vectors are:

x⃗ = {x(i) ∈ Rfin} = {log10 M (i)
vir , c

(i)
vir, a

(i), a(i+1)}, (2)

y⃗ = {y(i+1) ∈ Rfout} = {∆ log10 M
(i+1)
vir , c

(i+1)
vir }, (3)

where fin = 4, fout = 2, and i = 0, ..., N − 2. Because we
do not include any “end-of-sequence” token in our frame-
work, the feature vector includes only the first N − 1 halos.
During the generation process, we can choose to terminate
the assembly history at a maximum redshift or minimum
progenitor mass. Our goal is to estimate the truth conditional
distribution of y(i+1), denoted as p(y(i+1)|{x(≤i)}).
We use a recurrent neural network gφ : RNin → RH with
parameters φ to extract H summary features from the input
features of each halo. The summary features are then:

z⃗ = {z(i) ∈ RH} = {gφ(x(i), h(i))} (4)

h(i) = z(i−1) if i > 0 else 0 (5)

The hidden state h(i) is dependent on the input features
of all the previous halos x(≤i), which allows the network
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Figure 1. Left: The top panel shows the median, middle-68%, and middle-95% percentile containment regions of the MAHs of MPBs
in VSMDPL (blue) and generated by FLORAH (orange) in three mass bins (in M⊙ unit). The shaded gray box (z > 10) denotes the
“extrapolation region” beyond the maximum training redshift. The residuals are shown in the bottom panel. Right: The joint distribution
of log10 Mvir across a few chosen redshifts. The contour lines show the 68% and the 95% intervals.

to “memorize” the entire assembly history. Our recurrent
network consists of 2 Gated Recurrent Unit (GRU) layers,
each with H = 64 hidden channels.

To estimate p(y(i+1)|{x(≤i)}), we use a normalizing
flow (Rezende & Mohamed, 2015; Papamakarios et al.,
2017; 2019) that is conditioned on the summary features
z(i). The flow thus estimates a conditional probability distri-
bution p̂ϕ(y

(i+1)|gφ(x(i), h(i))) with learnable parameters
ϕ. Our flow model consists of 4 Masked Autoregressive
Flow (MAF) transformations. Each MAF includes a 4-layer
Masked Autoencoder for Distribution Estimation (MADE)
with a hidden dimension of 128 (Germain et al., 2015).

During training, we optimize the parameters {φ, ϕ} of the
GRU and flow simultaneously using the negative log-density

L = −
N−2∑
i=0

log p̂ϕ(y
(i+1)|gφ(x(i), h(i))) (6)

as the optimization loss. We use the AdamW opti-
mizer (Loshchilov & Hutter, 2019) with default parameters
and train until convergence. At the end of each epoch (de-
fined as one full iteration over the training set), we evaluate
the loss on the validation samples and reduce the learning
rate by a factor of 10 if no improvement is seen after 20
epochs. Training is terminated if the validation loss has not
improved after 40 epochs, which typically takes ∼200−300
epochs or ∼8 hours on a single NVIDIA Tesla V100 GPU.

To generate the MPB with a trained model, we start with a
root feature x(0), an initial hidden state h(0) set to zero, and
a list of scale factors {a(i)}. At each time step i, we pass
a halo feature x(i) and hidden state h(i) through the GRU
layers, extract the summary features z(i) = gφ(x

(i), h(i)),
and use the flow to sample the first progenitor halo ŷ(i+1) ∼

p̂ϕ(ŷ
(i+1)|z(i)). We then convert the accreted mass to pro-

genitor mass using Eq. 1. We use this sampled progenitor
mass as the input for the next time step with the feature
vector x(i+1) = (log10 M

(i+1)
vir , c

(i+1)
vir , a(i+1), a(i+2)) and

hidden state h(i+1) = z(i). We repeat this procedure until a
minimum halo mass or a maximum redshift is reached.

3. Results
For the training and validation datasets, we extract 306, 014
and 34, 400 MPBs, respectively, from an (80Mpc h−1)3

sub-volume of VSMDPL and apply the preprocessing steps
in Section 2.1. For our test dataset, we extract 387, 031
MPBs from a (80Mpc h−1)−3 VSMDPL sub-volume dif-
ferent from the one used for training/validation. For the
generation process, we take the initial halo at z = 0 of each
MPB in the test dataset and use the mass and concentration
as the initial input x(0) = (log10 M

(0)
vir , c

(0)
vir) We sample the

scale factors every 2 – 6 snapshots starting from z = 0 to
obtain up to a redshift of z = 15, beyond the maximum train-
ing redshift (zmax

train = 10), to explore the model’s capability
for extrapolation. Additionally, we terminate generation
when the progenitor mass falls below 100MDM; below this
limit, ROCKSTAR does not reliably identify halos, and Mvir

and cvir can have large uncertainties. For a fair comparison
with VSMDPL, we also remove these unresolved halos in
VSMDPL. We generate 387, 031 FLORAH MPBs.

In the left panel of Figure 1, we show the median, middle-
68% percentile, and middle-95% percentile containment
region of the MAHs of VSMDPL (blue) and FLORAH (or-
ange) MPBs, along with their residuals, in three mass bins.
The residual of the containment region is computed by av-
eraging the residuals of the corresponding upper and lower
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Figure 2. The DM concentration histories in VSMDPL and generated by FLORAH for three mass bins. Panels are the same as Figure 1.
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Figure 3. Left: The stellar-to-halo mass relation (SHMR) at z = 0 computed by the SC-SAM. Center: The residual of SHMR, defined as
the difference between the M⋆/Mvir value for each halo and the median value in its corresponding Mvir bin, as a function of the DM halo
concentration. Right: The relation between the DM concentration cvir and the scale factor a(z50) at which a halo forms 50% of its mass.

percentile curves. The MAHs plateau out near the reso-
lution limit 100MDM (dashed black line, computed from
the high end of each mass bin), as expected because we
remove all halos below this mass limit. Across all mass
bins, FLORAH MAHs exhibit remarkable agreement with
the VSMDPL MAHs. Due to the smaller sample size, the
MAHs in the most massive bin are noisier. Notably, FLO-
RAH demonstrates the ability to extrapolate well beyond the
maximum training redshift (zmax

train = 10, shaded gray box).
The right panel of Figure 1 displays the joint distributions
of Mvir across a few chosen redshifts (z = 0.1, 1, 2, 8). The
contours (68% and 95%) indicate a good match between the
FLORAH MPBs and VSMDPL MPBs, showing that FLORAH
can predict the mass correlations across a wide range of
redshifts. In Figure 2, we show the cvir histories of VSMDPL
and FLORAH MPBs in the three mass bins (left panel) and
the joint distributions of cvir across multiple redshifts (right
panel). Once again, both the histories and the joint distribu-
tion of cvir captured by FLORAH agree well with those of
VSMDPL.

We cannot directly observe merger trees, but observable
properties of galaxies can be predicted by semi-analytic
models (SAMs). SAMs take in merger trees as inputs and
solve ordinary differential equations for observables like
galaxy luminosities and quasi-observables like stellar mass.
To test that FLORAH-generated assembly histories can be
used in place of N-body assembly histories in SAMs, we
apply the SC-SAM to predict the stellar masses M⋆ of galax-
ies. For a fair comparison with VSMDPL, we input only the
MPBs of VSMDPL trees to the SAM. The left panel of Fig-
ure 3 shows the stellar-to-halo mass relation (SHMR). Next,
we compute the SMHR residual, defined as the difference
between the M⋆/Mvir value for each halo and its median
value in the corresponding Mvir bin. The correlation be-
tween the SMHR residual and the DM concentration cvir
is shown in the middle panel. This demonstrates that the
galaxy properties depend on secondary halo characteris-
tics beyond halo mass, which can lead to the phenomenon
known as ”assembly bias”. In addition, we show the rela-
tion between cvir and the formation scale factor in the right
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panel. In all cases, the relations predicted by FLORAH are
consistent with VSMDPL. A SAM run on FLORAH-generated
assembly histories accurately reproduces the correlation
between stellar mass, halo formation history, and halo con-
centration. Existing EPS-based methods cannot reproduce
these correlations.

In summary, we developed FLORAH, a generative model
based on recurrent neural networks and normalizing flows
to generate the main progenitor branches of merger trees.
Trained on merger trees from the VSMDPL simulation, FLO-
RAH can accurately capture the mass and DM concentration
histories and reliably extrapolate them beyond the training
redshift. We used the SC-SAM to demonstrate that FLO-
RAH MAHs can also recover correlations between galaxy
properties and assembly history, such as the correlation
between stellar-to-halo mass ratio residual and halo concen-
tration. These correlations cannot be captured with current
analytical methods. Currently FLORAH only generates main
progenitor branches, and in ongoing work, we are extend-
ing it to generate full merger trees. Multiple simulations
with different redshift ranges and mass resolutions can also
be combined in the training dataset. This will enable the
construction of merger trees with a wide dynamic range of
mass and temporal resolutions, far beyond the capability of
exascale numerical simulations, allowing for the exploration
of different galaxy formation scenarios with great compu-
tational efficiency at unprecedented accuracy. To develop
an emulator for generating merger trees, we will also train
FLORAH on simulations with varying cosmological parame-
ters to learn the dependence of assembly histories of halos
on cosmology.

Software and Data
This research made use of the IPython (Perez &
Granger, 2007), Jupyter (Kluyver et al., 2016),
Matplotlib (Hunter, 2007), NumPy (Harris et al., 2020),
nflows (Durkan et al., 2020), PyTorch (Paszke et al.,
2019), PyTorch Lightning (Falcon et al., 2020),
SciPy (Virtanen et al., 2020), and ytree (Smith & Lang,
2019) software packages.

The code version used for this research is available
at https://github.com/trivnguyen/florah.
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We show a schematic illustration of FLORAH at time step i in Figure 4. During training, instead of sampling p̂ϕ for the
output feature ŷ(i+1), we optimize the loss − log10 p̂ϕ (Equation 6).

Figure 4. A schematic illustration of FLORAH.


